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PhyT2V: LLM-Guided Iterative Self-Refinement for 
Physics-Grounded Text-to-Video Generation

Problem Statement PhyT2V Design Evaluation Results
 Iterative self-refinement of prompt and generated video:  T2V models: CogVideoX-5B&2B, OpenSora, VideoCrafter

 Datasets: VBench, VideoPhy, PhyGenBench
 Baselines: Promptist, ChatGPT-o1

Empirical evaluations indicate that PhyT2V achieves a 2.3× enhancement in 
physical realism compared to baseline T2V models and outperforms state-of-the-
art T2V prompt enhancers by 35%
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Prompt Template for LLM Reasoning

Step 1: Semantic alignment 
awareness
Step 2: Physical knowledge 
injection

 Examples of improved T2V generation:

 Physical illusions on text-to-video (T2V) generation:

Motivation

Begin by cracking 
the egg into a 
mixing bowl and 
adding the milk…

Whisking egg into 
milk for scramble

T2V
Model

enhance

 Reasoning in LLM:

 Improving the model performance without training efforts:
An out-of-distribution prompt can be improved by refining the prompt 
itself with sufficient and appropriate details

CoT prompting: emphasize 
linear decomposition and 
step-by-step reasoning

Step-back prompting: derive 
the step-back question at a 
higher level of abstraction 
and avoiding confusions and 
vagueness

VBench evaluation results with CogVideoX-5B (left) and OpenSora (right)

Improvement in different categories of physical rules in the VideoPhy dataset

Improvement in different categories of physical rules in the PhyGenBench dataset

Different prompt enhancers on the VideoPhy(left) and PhyGenBench(right) dataset

When given out-of-distribution prompts, the generated video often contain 
physical illusions or artifacts, reflecting the T2V model’s limitations in 
generating realistic and coherent video contents under unfamiliar conditions

• Feedback based
• Fully automated
• Training-free
• Data independent
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